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Abstract

A novel post-processing algorithm is proposed to correct statistical bias observed in the treatment of time series
obtained by a phase Doppler anemometer (PDA) at flow locations with variable particle velocity and concentration.
Extensive properties of each validated particle are weighted with their inverse measuring (validation) volume to account
for the procedure of particle sampling and fluctuations in the particle concentration. To compensate for the short charac-
teristic length of the validation volume, the properties of particles are expressed by properties of fields of particle groups,
using a local averaging time. A window shift and a decorrelation scheme are applied on the fields to increase their fre-
quency resolution. This algorithm has been tested on numerical time series, provided by an Eulerian/Lagrangian code rep-
resenting a gas/solids flow past a bluff body. Moments and spectral estimates of concentration and velocity of particle
groups were successfully validated by the numerical simulation using the PDA data algorithm and control volume aver-
aging. The control volume was much larger than the PDA validation volume, but the centre positions of the two volumes
were identical.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

It is of interest to characterize disperse two-phase flows in terms of moments of velocity and concentration
of particles. Phase Doppler anemometry (PDA) provides the possibility of such a characterization in dilute
flows of embedded spherical particles. The concentration of the disperse phase may vary in time and space
and mean quantities have to be defined. The straightforward definition of a mean quantity is the
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mass-weighted average (Pope, 1985). However, laser Doppler anemometry (LDA), which uses burst type of
signal processing, suffers from velocity-dependent sampling rate (McLaughlin and Tiederman, 1973; Buch-
have, 1975; George, 1975); the probability of sampling a particle depends on the velocity of the particle. In
a flow-point, there is a higher probability to sample particles having high velocity than those of low velocity,
even if there are equal numbers of slow and fast particles in the flow domain (uniformly or purely randomly
distributed in space). Furthermore, the sampling rate may be correlated with the direction of the particle’s
movement (George, 1975), and this should also be accounted for. The velocity-dependent sampling rate is
not corrected automatically, since the information about the sampled particle is only saved as one event that
represents the entire passage through the detection volume. A hot wire applied to a turbulent single-phase flow
also experiences more fast fluid elements than slow ones. The fast elements do not, however, remain in the
neighbourhood of the wire as long as the slow ones, and for this reason unbiased time-averages can be esti-
mated (George, 1975). For accurate estimation of the statistics of particle properties in a measurement point,
optically accessible by an LDA, the maximum allowable particle loading is limited by the number of particles
in the probe volume and the number entering the probe region during the transit time of a particle. These aver-
age numbers should be smaller than the order 10�2 (Edwards and Marx, 1992).

There are several well-known moment estimators for single-phase flows, related to ensemble, arrival time,
and particle transit time (McLaughlin and Tiederman, 1973; Buchhave et al., 1979), to correct for the velocity-
dependent sampling procedure of the LDA technique. The most general and successful method is weighting of
the residence times of tracer particles in the measurement volume (Buchhave et al., 1979), provided that the
residence time can be accurately measured. These methods of correction for bias have been investigated and
validated using data simulation, mainly autoregressive models (Tropea, 1987; Fuchs et al., 1994), to generate
flow fields. In disperse two-phase flows, additional complexities arise and should be taken into account: (i) on
a micro scale, (a) the mass or volume of a particle may be correlated with local velocity (through gravity and/
or drag), (b) several particles may occur in the sampling volume during the passage of a particle, since particles
may prefer to move in groups and not purely randomly, (ii) on a meso-scale, the local density of coherent
structures (clusters) may be correlated with the velocity of the structures. The effects of such complexities
can be small, but not negligible, and they may affect the performance of statistical estimators of PDA data.
This is not easily investigated using autoregressive models. Instead, a method is introduced here, in which
a computer code describing the movement of discrete particles and interactions between particles and fluid,
as well as between particles and particles like collisions (four-way coupling), is utilized to simulate a test case,
where a simple PDA detection volume is placed in the flow. All micro and meso-scale correlations mentioned
above are considered.

In several works dealing with measurements in unsteady two-phase flows, such as fluidized beds (Levy and
Lockwood, 1983; Hamdullahpur and Mackay, 1986; Berkelmann and Renz, 1991; Yang et al., 1992; Wang
et al., 1993; Zhang and Arastoopour, 1995; Samuelsberg and Hjertager, 1996; Werther et al., 1996; Van
den Moortel et al., 1997, 1998; Mathiesen et al., 2000; Ibsen et al., 2001, 2004), the particle sampling procedure
of the LDA and the fluctuating particle concentration were not considered. In such cases, measurement results
in terms of moments of particle velocities can be expected to be biased towards high values. Two methods
(Hardalupas and Horender, 2001; Bergenblock and Leckner, 2004) can be applied to PDA data obtained
in fluctuating, low-speed applications, where some velocities of particles are allowed to be near zero, to esti-
mate meso-scale flow fluctuations. Hardalupas and Horender (2001) introduced an algorithm for estimating
first and second moments of droplet density (number, data rate, and volume) for quantification of determin-
istic stray unsteadiness. In their algorithm, as well as in previous ones based on local averaging time (van de
Wall and Soo, 1994, 1997; Bao and Soo, 1996), the choice of the averaging time was rather arbitrary (the
inverse averaging time should be smaller than the mean sampling rate and greater than the frequency of
the flow fluctuations to be captured), and the variance of the estimated properties of a particle group depends
on the choice of the local averaging time (van de Wall and Soo, 1994; Hardalupas and Horender, 2001). In the
other algorithm (Bergenblock and Leckner, 2004), the local averaging time was chosen to be smaller than the
integral time scale of particle velocity fluctuations (not to introduce additional correlation into meso-scale
averages). The purpose was to estimate moments and spectral properties of the disperse phase in such two-
phase flows, where properties of adjacent particles are correlated. The method was introduced in one dimen-
sion (in one velocity direction) on a particle-group scale and applied to a time series, detected by a phase
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Doppler particle analyzer (PDA) in the dilute zone of a fluidized bed (Bergenblock et al., 2004). The processed
mean particle velocity in the vertical direction was found to be as low as about 1/3 of the ensemble average
particle velocity.

Here, the merits of these two algorithms (Hardalupas and Horender, 2001; Bergenblock and Leckner, 2004)
are used to develop a reliable method for the estimation of instantaneous properties of particle groups, as well
as up to second order moments of time-varying velocity and concentration of particle flow. The algorithm is
validated by a two-dimensional numerical simulation, yielding simultaneous time series (of about 100 s) in a
PDA detection volume and in a much larger control volume (CV) of a gas flow containing mono-disperse par-
ticles passing a bluff body. The PDA volume was located inside the CV volume. The flow was considered
pseudo-3D using the particle diameter as the third dimension when estimating the drag force between gas
and particle and the solids volume concentration. Adoption of this pseudo-3D assumption instead of a true
third dimension has no major influence on the results of the validation of the algorithm, but it reduces the
number of particles to be sampled and, hence, the simulation time needed to achieve an accurate description
of the PDA validation volume. The mono-disperse simulation does not allow investigation of the correlation
between particle size and PDA volume or velocity. Instead the dependence of concentration on the velocity of
particle groups is emphasized.

The numerical simulation provides well-defined detection/CV volumes without experimental noise. Thus,
the time-moments and spectral behaviour of particle properties, using spatial averaging over CV, are known
and can be used to validate the algorithm proposed for the estimation of moments and spectral properties of
PDA data.

In Section 2 the PDA data post-processing algorithm is presented. The validation of this post-processing
algorithm, using the discrete particle simulation, is described in Section 3. Section 4 presents a test case,
whereas the results and discussion of the CV and PDA simulations can be found in Section 5.

2. Theory

The post-processing algorithm employed to estimate long-time moments of intensive properties of PDA
data is first introduced on a micro (particle) scale in Section 2.1. Then Section 2.2 presents the equations
on a meso (particle group) scale, which allows the estimation of instantaneous values of such data in statis-
tically stationary two-phase flow with a velocity that varies with time.

2.1. Micro scale

The mass-weighted ensemble average velocity of the entire PDA time series can be expressed as
huim ¼
XN
i¼1

miui

,XN
i¼1

mi ð1Þ
where mi and ui are the mass and velocity (in one direction) of particle i. This average does not account for the
velocity-dependent sampling rate and fluctuating particle concentration and may contain high-velocity bias in
high-intensity turbulent two-phase flows. In addition, the spatial extent of the PDA validation volume encoun-
tered by a particle depends both on direction of trajectory and on particle size. The exact spatial position of a
particle in the detection volume is unknown by the receiving optics and software of the PDA. The length l of
the particle trajectory through the validation volume is estimated from the absolute value of the velocity vec-
tor, ui = (ui,vi,wi), times the residence time, Dti, of the particle i in the volume. This estimation requires a con-
stant particle velocity along the trajectory and an accurate determination of the velocity vector and the
residence time of the particle. This is difficult to accomplish in complex optically dense 3D flows, and there-
fore, in the following a statistical procedure is proposed.

The validation volume of the PDA can be estimated (Sommerfeld and Qiu, 1995) from the maximum ampli-
tude of the Doppler burst and its integral energy above a given threshold, but this method cannot be applied to
commercial systems. Here, instead, the validation volume V(d,c)-i encountered by particle i is estimated by an
automatic calibration procedure (Saffman, 1987; Roisman and Tropea, 2001). V(d,c)-i is approximated from
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the average path length, l(d,c), of a valid particle in the detection volume, associated with the diameter of the par-
ticle and the path angle (d,c) (c is the angle between the velocity vector of the particle and themain flowdirection),
multiplied by the cross-sectional area, A(d,c)-i, projected perpendicular to the velocity vector of the sampled par-
ticle, ui, see Fig. 1c,
V ðd;cÞ-i ¼ Aðd ;cÞ-ilðd ;cÞ-interp. ð2Þ
The length, l(d,c)-interp. of V(d,c)-i in Eq. (2) can be estimated by a suitable scheme for interpolation between adja-
cent classes of particle size and trajectory angle, l(d,c)-j, where there should be enough particles (nj) in each class
(j) for an ensemble average to be representative,
lðd;cÞ-j ¼
1

nj

Xnj
i¼1

Dtðd;cÞ-ijuðd;cÞ-ij ð3Þ
In Eq. (3), the ensemble average is calculated from all absolute values of the velocity vector of the detected and
valid particles times the residence times of particles belonging to the same size and trajectory angle class (j).
Neglecting the impact of the instantaneous particle concentration on the optical thickness of the suspension,
the cross-sectional area, A(d,c)-i of Eq. (2), is taken to vary with particle size, direction of particle path, optical
setup, and measuring conditions. It is estimated using an approach by Roisman and Tropea (2001).

The validation volume is not constant for a PDA time series. This has serious consequences on the type of
averaging that can be performed. The average concentration over a time T, (sufficiently long to form a statis-
tically steady state) of an intensive property q, with its extensive mass-based equivalence P, is
qp-micro ¼
P

qpV

 !
¼ 1

T

Z T

0

1

qpV ðd;cÞ

Z
V ðd;cÞ

P dV

 !
dt � 1

T

Z T

0

XN
i¼1

P i

qpV ðd;cÞ-i

 !
dt � 1

T

XN
i¼1

P iDti
qpV ðd;cÞ-i

ð4aÞ
where Dti is the transit time in the validation volume associated with particle i. N is the number of samples in
the time series. Each extensive property, Pi, is made intensive by an extensive average (i.e. an average over the
validation volume) to account for the particle velocity and size-dependent validation volume. The material
density of the particles, qp, is taken as constant throughout this work, as usually required by the PDA optics.
The time-average property q is independent of the PDA sampling process if the probability of the presence of
multiple particles is small in the detection volume during Dti, and if the difficulties associated with particles
passing the boundaries of the detection volume are negligible. With an accurate time-average property q of
Eq. (4a), measurements of local particle concentration, q = cv, can be compared with numerical simulations
if cv is defined on similar length scales in the two cases. For high-speed flows, Eq. (4a) can be simplified to
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qp-micro �
1

T

XN
i¼1

P iDti
qpV ðd;cÞ-i

� 1

T

XN
i¼1

P i

qpAðd;cÞ-ijuji
ð4bÞ
in which the residence time Dti (sensitive to noise) is cancelled out since the length l(d,c)-interp. of V(d,c)-i (see Eq.
(2)) is replaced with the instantaneous value Dtijuji. Eq. (4b) can not deal with particle velocities near zero,
which may be present in fluctuating low-speed flows (such as the flow investigated below), but the equation
can be used to derive a particle-group approach capable of estimating the time-average property q in such
low-speed flows.

In contrast to the ensemble average velocity of Eq. (1), an unbiased first velocity moment of PDA data can
be derived by means of Eq. (4a) considering the varying particle concentration and velocity-dependent sam-
pling rate. Hence, the time-averaged mass-weighted velocity of particle flow Um

micro is calculated as Ucv
micro,

weighted with solids volume concentration,
Um
micro � Ucv

micro ¼ qp-micro

� �
qp¼cvu

= qp-micro

� �
qp¼cv

� 1

T

XN
i¼1

miuiDti
qpV ðd;cÞ-i

,
1

T

XN
i¼1

miDti
qpV ðd;cÞ-i

ð5Þ
where ui is a velocity component associated with particle i. The local extensive particle properties (mass,
momentum, etc.) must be weighted with their associated validation volume V(d,c)-i, and hence the mass-
weighted extensive properties are weighted by cv. This is valid under the assumption of local spatial homoge-
neity, i.e. the local cv value should be independent of the size of its instantaneous validation volume. However,
only one particle is allowed in the validation volume during the particle’s transit, and a change in size of the
PDA detection volume on a micro scale affects the instantaneous value of cv. Thus, an increase in the detection
volume is likely to yield more non-valid particles, because the probability of presence of multiple particles
increases.

It is tempting to write the equations for the root time-mean square (RMS) values of qp and velocity on a
micro level similar to the time-means,
qp-micro
0 ¼ 1

T

Z T

0

XN
i¼1

P i

qpV ðd;cÞ-i
� qp-micro

 !2
2
4

3
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ð7Þ
However, Eqs. (4)–(7) are not defined on large enough a volume to correctly estimate fluctuations in qp-micro

and therefore Eqs. (6) and (7) will overpredict the time-RMS values. If the PDA data are accurate, the first
moments (Eqs. (4a) and (5)) derived on a micro scale are expected to be good representations of the true
time-averages, whereas the second moments (Eqs. (6) and (7)) are calculated on too small a volume, yielding
a possible overprediction. Thus, if fluctuations in the flow are to be captured, and also if spectral analysis is to
be performed (in which equi-spaced samples are preferred), it may be necessary to describe the flow on a larger
scale, on a meso-scale (index meso). In addition, if particle groups are to be described, the extensive average of
Eq. (4a) over V(d,c) is performed on too short a length scale (a micro scale of similar length as the particle
diameter) to be physically representative. Therefore, the average should be performed on a much larger scale
than the characteristic dimension of the phase, a meso-scale.

2.2. Meso-scale

The time-average of an intensive property qp on a meso-scale is defined by a constant local averaging time,
Dtmeso (see Figs. 2 and 3) applied on Eq. (4a),
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qp-meso �
1

T

XKn

i¼1

P iDti
qpV ðd;cÞ-i

� 1

n

Xn
j¼1

1

Dtmeso

XKj

i¼Kj�1þ1

P iDti
qpV ðd;cÞ-i

0
@

1
A
j

¼ 1

n

Xn
j¼1

qp-meso-j ð8Þ
where the local time-average (j) is performed over kj = Kj � Kj�1 (K0 = 0) particles (with correlated values of
the property) to increase the length scale and to achieve an instantaneous estimate of qp. n is number of meso-
scale averages and Kn is total amount of particles in the time series (denoted N for micro scale properties in
Section 2.1). The Dtmeso is chosen to be less than, or equal to, the smallest average integral time scale of fluc-
tuations in the flow variables (e.g. particle concentration). In this way correlation added into the locally aver-
aged data will not be excessive, see Section 5.3.2. The meso-averaging time acts as a filter, separating low and
high-frequency fluctuations at the frequency 1/Dtmeso. In Eq. (8), the time-average qp-meso-j of the intensive
property results in an ensemble average on a meso-level, qp-meso.

Alternatively, the time-average of an intensive property qp can be estimated using Eq. (4b) and applying
ensemble summation on the extensive property Pi of kj = Kj � Kj�1 particles within Dtmeso,
qp-gr �
1

T

XKn

i¼1

P i

qpAðd;cÞ-ijuji
� 1

n

Xn
j¼1

1

DtmesojugrjjAgr-j

XKj

i¼Kj�1þ1

P i

qp

0
@

1
A

j

¼ 1

n

Xn
j¼1

qp-gr-j ð9Þ
in which the particle velocity vector and cross-sectional area are removed from the summation on a micro le-
vel, and the volume of Group j is estimated as Vgr-j = DtmesojugrjjAgr-j. In Eq. (9), the summed property of kj
particles are divided by the volume of the particle group, yielding an extensive volume-average. This type of
volume-average, applied on particle groups, is similar to averaging over a control volume in two-fluid (Eule-
rian/Eulerian formulation) models of two-phase flows. Eq. (9) performs debias on the particle-group level
(Bergenblock and Leckner, 2004), and not on the micro level, (see Fig. 2), which is favourable in cases when
the residence times of particles are not measured with sufficiently high accuracy, such as could be the case for
noisy Doppler signals, or when a few absolute values of particle velocity vectors juji are close to zero, inval-
idating the use of Eq. (4b). In order to estimate the instantaneous qp, the length scale of a group, V 1=3

gr should
be at least an order of magnitude larger than the particle diameter. The absolute value of the velocity vector of
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a particle group and the mean cross-sectional area Agr-j of the particle group in Eq. (9) are estimated as ensem-
ble averages of the particle data, which for Group j gives
jugrjj ¼
XKj

i¼Kj�1þ1

miui

, XKj

i¼Kj�1þ1

mi

������
������; Agr-j ¼

1

kj

XKj

i¼Kj�1þ1

Aðd;cÞ-i ð10Þ
The mean values of Eq. (10) should be larger than their corresponding RMS values for Eq. (9) to be valid. Eqs.
(9) and (10) also require measurement of all velocity-components contributing to the mean velocity of the par-
ticle group.

The mass-weighted velocity on a meso-scale (where meso-scale is either meso or group) is estimated as
Um
meso-scale � Ucv

meso-scale ¼ ðqp-meso-scaleÞq¼cvu
=ðqp-meso-scaleÞq¼cv

¼ 1

n

Xn
j¼1

ðcvuÞmeso-scale-j

,
1

n

Xn
j¼1

ðcvÞmeso-scale-j ð11Þ
where the time-average velocity results in a meso-scale ensemble average. The long-time average standard
deviation on a meso-scale is simply taken as the ensemble RMS value of the property, qp-meso or qp-gr,
qp-meso-scale
0 ¼ 1

n

Xn
j¼1

ðqp-meso-scale-j � qp-meso-scaleÞ
2

 !1=2

ð12Þ
and the RMS velocity is estimated as
Um
meso-scale

0 � Ucv
meso-scale

0 �

1

n

Xn

j¼1
ððcvuÞmeso-scale-j � ðcvuÞmeso-scaleÞ

2

� �1=2

1

n

Xn

j¼1
ððcvÞmeso-scale-j � ðcvÞmeso-scaleÞ

2

� �1=2
ð13Þ
The high-frequency content of an intensive property, filtered out by the inverse of Dtmeso, can be estimated by
the RMS values of the meso-averages here written in agreement with Eq. (8), with their long-time average,
qp-meso
0 ¼ 1

n

Xn
j¼1

1

Dtmeso

XKj

i¼Kj�1þ1

P i

qpV ðd;cÞ-i
� qp-meso-j

 !2

Dti

0
@

1
A

1=2
0
B@

1
CA
j

ð14Þ
Two types of field equations have been given, capable of estimating up to second order moments of particle
properties and velocity: (i) on a meso-level, Eqs. (8), (11)–(14) (performing sampling debias using the particle’s
transit time and inverse of the validation volume), and (ii) on a particle-group level, Eqs. (9), (11)–(13) (the
inverse of the estimated particle-group volume compensates for the particle sampling procedure). For flows,
in which the correlation of particle size and velocity or PDA validation volume is strong, the former approach
(debias on a micro level), Eq. (8), is expected to perform better than the latter approach. On the other hand, if
the PDA data is obtained from noisy Doppler signals, the particle-group method may give better estimations
than the meso-approach, since for the particle-group method the instantaneous particle residence time is only
used to statistically estimate the cross-sectional area, A(d,c)-i.

2.3. Decorrelation scheme

The influence of a window shift, Dtj, (see Fig. 3), needed to enhance frequency resolution of a time series of
values of a field property of particle groups can be achieved using a decorrelation scheme presented by Ber-
genblock and Leckner (2004). As illustrated in Fig. 4, the scheme applies the arithmetic mean of values of the
property of w particle subgroups within the local averaging time, Dtmeso. Hence, the values of the property of
particles are weighted towards the centre of the local averaging time (Dtmeso) and thereby the correlation of the
successive values of the property of nearby located particle groups, separated by Dtj, is reduced. The jth dec-
orrelated and mean value of an intensive property using Eq. (8) can be written
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Fig. 4. Schematic drawing of the decorrelation scheme.
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hqp-meso-jij ¼
Xw
q¼1

ðqp-meso-jÞq

,
w ð15Þ
where the number of sub-groups, w, within the jth particle group is
w ¼ Dtmeso=ð2DtjÞ ð16Þ

The local averaging time, Dtq, for the estimation of the mean value of the property of each sub-group is
Dtq ¼ ðw� qþ 1Þ2Dtj ð17Þ

where q = 1,2, . . . ,w and the mean of the intensive property of each sub-group becomes
ðqp-meso-jÞq ¼
1

Dtq

XSj
i¼Sj�1þ1

P iDti
qpV ðd;cÞ-i

ð18Þ
where Sj � Sj�1 (S0 = 0) is the number of particles within the sub-group and Sj�1 is the total number of par-
ticles in the previous window shifts in the entire time series. Likewise, values of a property of particle-group
averages calculated according to Eq. (9) can be decorrelated according to Eqs. (15)–(18).

3. Description of the simulation method

The PDA data post-processing algorithm proposed in Section 2, applicable to unsteady two-phase flow,
will be validated by application on particle data produced by numerical simulation. Section 3.1 presents
the essential features of a two-dimensional discrete particle code employed to simulate the fluid and particle
dynamics of the two phases, and Section 3.2 describes the detection procedure of a particle in a simulated PDA
probe volume. PDA validation criteria applied to detected particles are formulated in Section 3.3.

3.1. Discrete particle code

A numerical representation of a particle flow produces the test case to be evaluated by the PDA algorithm.
The validation consists of a comparison between the particle flow, evaluated by the PDA algorithm, and the
numerical representation of the same flow. In dilute gas/solids flows with an average solids volume fraction of
the order of 10�3, four-way coupled simulations are required to capture the features of the main flow (Elghob-
ashi, 1994; Agrawal et al., 2001), since particles are likely to collide, and the disperse phase (e.g. streamers,
clusters) modifies local flow fluctuations of the continuous phase. The 2D Eulerian/Lagrangian code used
can handle such a flow situation. The code has been described previously (Helland et al., 2002; Soulas
et al., 2004), and here it is only briefly presented. An Eulerian formulation for the gas phase solves the vol-
ume-averaged Navier–Stokes equation, and a Lagrangian formulation treats the disperse phase, based on
the equations of motion. For the gas phase, the mass and momentum equations are
oðeGqGÞ
ot

þr � ðeGqGuGÞ ¼ 0 ð19Þ

oðeGqGuGÞ
ot

þr � ðeGqGuGuGÞ ¼ �eGr � ðpGIÞ þ r � eGsG þ eGqGg� SP ð20Þ
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where g is the gravity acceleration, pG the gas pressure, uG the volume-averaged gas velocity, eG the void frac-
tion, qG the gas density, and sG the viscous stress. The coupling term between the gas and the particle phases,
SP, is the sum of the drag acting on each particle within the control volume in the fluid (Helland et al., 2002).
Here, turbulence modelling is omitted, and the flow field is governed mainly by large scale fluctuations induced
by the bluff body and the interaction between the phases.

The particles are modelled during their free-flight as
mi
dui
dt

¼ migþ Fdrag;i � V solid;irP ð21Þ
where mi, ui and Vsolid,i are the mass, velocity, and volume of the ith particle. In Eq. (21), the terms on the
right-hand side represent: gravity force, drag force between gas and particle, and gas pressure gradient force.
Unsteady forces, Magnus lift and Saffman lift forces have all been neglected. The drag force is
Fdrag;i ¼
CD;i

8
pd2

i qGjuG � uijðuG � uiÞe2�n
G ð22Þ
where di is the particle diameter, n is taken as 4.7, and CD,i is the drag coefficient for a single sphere (i)
CD;i ¼
24

Rep
1þ 0:15Re0:687p

� �
Rep < 1000

0:44 Rep P 1000

8<
: ð23Þ
and Rep is the particle Reynolds number
Rep ¼
eGjuG � uijdi

mG
ð24Þ
The void fraction, eG, of a computational cell in two dimensions is the ratio of the surface occupied by the gas
and the surface of the cell. A pseudo three-dimensional method was used (Helland et al., 2002) to estimate the
drag force of a sphere according to Eq. (22), with the void fraction,
eG-3D ¼ 1� 2

3
ð1� eG-2DÞ ¼ 1� 2

3

1

DS

XN
i¼1

Si

 !
ð25Þ
where Si is the surface of particle i inside the fluid cell whose surface is DS. N particles are located in the fluid
cell. The depth of the computational domain is one particle diameter. The influence on the void fraction of
particles with centre positions located in adjacent cells may not be negligible if the volume of the fluid cell
or the solids volume fraction is small. Thus, the pseudo-3D volume, Vpseudo-3D-sphere-i, representing the volume
of the fraction of a sphere’s volume inside a fluid cell in 3D, with corresponding area Si in the fluid cell in 2D,
is modified from the expression of Helland et al. (2002) (R is the radius of the sphere)
V pseudo-3D-sphere�i ¼
2

3
Si2R ð26Þ
to the approximate formula,
V pseudo-3D-sphere-i �
2

3
Si2fR2 � ½maxðmin jx� x0j;min jy � y0jÞ�

2g1=2 ð27Þ
in which the centre (coordinates: x0 and y0) of the sphere may be located in an adjacent fluid cell, x and y are
all coordinates of Si. The square root term accounts for the decreased depth of Vpseudo-3D-sphere-i if the parti-
cle’s centre is outside the fluid cell. Thus, the 3D voidage of a fluid cell is estimated as
eG-3D � 1� 1

DV

XN
i¼1

V pseudo-3D-sphere-i ð28Þ
where Vpseudo-3D-sphere-i is estimated from Eq. (27) and DV = DS Æ 2R is the volume of the fluid cell.
The dynamics of instantaneous non-frontal collisions are computed bymeans of a collision model (Wang and

Mason, 1992) with friction based on three constants (Helland et al., 2002). The numerical solution technique of
the Eulerian/Lagrangian code is based on the SIMPLE scheme and a non-staggered grid with pressure interpo-
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lation.The integration of the conservation equationswas performedby theQuick scheme in space and an implicit
one in time. More details about the solution techniques can be found in Soulas et al. (2004).

3.2. Particle properties in the control and detection volumes

A control volume (CV) and a PDA detection volume (DV) (see Fig. 1a and b) are placed (at identical centre
positions) in a flow. Averaging over the control volume is carried out for the particle phase as applied in two-
fluid (Eulerian/Eulerian approach) models.Meso-scale time-averaging over DV, using the PDA data algorithm,
and the Eulerian CV-averaging are compared. The size of the CV is small enough to capture the meso-scale
structures in the flow, such as particle clusters and aggregates, while being much larger than the particle size.
The time step for the CV-averaging (DtCV = 5 · 10�3 s) was much smaller than the particle relaxation time.

Every time a part of a particle enters the simulated PDA detection volume, the particle and gas velocities
(depending on the particle’s centre position estimated by linear interpolation) are recorded together with the
spatial position of the particle (which gives the solids volume concentration in the detection volume DV). The
time step of the particle in the simulation is small (DtDV = 1 · 10�5 s), which makes it possible to almost con-
tinuously follow the particle trajectories.

The computed time-mean and RMS solids volume concentrations of N samples during time T over the
volume (Vol), where Vol is either CV or DV, are
cv-Vol ¼
1

T

Z T

0

XN
i¼1

cv-Vol-i

 !
dt � DtVol

T

XN
i¼1

cv-Vol-i ¼ hcv-Voli ð29Þ

cv-Vol
0 � DtVol

T

XN
i¼1

ðcv-Vol-i � cv-VolÞ
2

" #1=2
¼ c0v-Vol ð30Þ
The time of each sample, DtVol, is independent of the local instantaneous solids volume concentrations, cv-Vol-i,
yielding ensemble averages of the time-averages. The mass-weighted time-average velocities of particles (mean
and RMS) are concentration-weighted, since Vol is constant,
umVol ¼ ucvVol ¼

1

T

Z T

0

XN

i¼1
cv-Vol-iuVol-i

� �
dt

1

T

Z T

0

XN

i¼1
cv-Vol-i

� �
dt

�
DtVol
T

XN

i¼1
cv-Vol-iuVol-i

DtVol
T

XN

i¼1
cv-Vol-i

¼ huVolicv ð31Þ

umVol
0 ¼ ucvVol

0 �

DtVol
T

XN

i¼1
cv-Vol-iuVol-i � cv-VoluVolð Þ2

� 	1=2
DtVol
T

XN

i¼1
cv-Vol-i � cv-Volð Þ2

� 	1=2 ¼ u0cvVol ð32Þ
The particle size in the test case is uniform, and this avoids the difficulty of treating a cross-sectional area and
length of the particle trajectory that depend on particle size. Instead, the governing Eqs. (2)–(14), are explored
here as a function of the validation volume of the PDA, which depends on the trajectory angle (and not on
particle size variation).

3.3. Validation criteria applied to detected particles

Four criteria are used to simulate fundamental validation requirements applied on a particle detected by a
PDA system: (i) the particle’s centre must be in DV, which is assumed to result in sufficient light scattering in a
real PDA, (ii) the local swept length of a particle is required to be larger than, say, 10 lm to avoid multiple
detection of the same particle along a DV-boundary, (iii) two succeeding particles must be separated by, say,
at least 10 ls, and (iv) only one particle is allowed in DV during a particle trajectory. In accordance with the
procedure of PDA signal processing, the instantaneous quantities (e.g. uDV-i) of every valid particle passing
DV are replaced with time-averages (ui), saved at the arrival time of the particle’s centre in DV. These values
represent the entire particle trajectory, e.g. expressed for the particle velocity,
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ui ¼
1

Dti

Z Dti

0

Xp
i¼1

uDV-i

 !
dt � DtDV

Dti

Xp
i¼1

uDV-i ¼
1

p

Xp
i¼1

uDV-i ¼ huDVi ð33Þ
The time average velocity, ui, once again, is calculated as an ensemble average, huDVi, of the p valid samples in
DV for each detected and valid particle.

4. Test case

Fig. 1 shows the geometry of the test case (Fig. 1a) and close-ups of the simulated detection volume
(Fig. 1b) as well as of a corresponding real PDA probe volume (Fig. 1d). Dimensions of the test case are given
in Table 1 and operational parameters in Table 2. The domain is made pseudo 3D using the particle diameter
as the third dimension. The average solids area concentration of 1.5 · 10�3 corresponds to a pseudo 3D solids
volume concentration of about 1 · 10�3 according to Eq. (25). A bluff body, a flat plate in 3D, is positioned in
the centre between the riser walls, perpendicular to the flow. The air inlet is modelled as a 1D uniform flow
with a superficial velocity in the vertical direction of 1.2 m/s. The outlet at the top of the riser uses a continuity
condition for the gas phase. The particles leaving at the top are simultaneously reintroduced at the bottom of
the riser in random positions with zero velocities. The bluff body produces gas vortices in the wake with a vor-
tex shedding frequency affecting the steadiness of the flow. If no particles were present, the frequency of the
vortex shedding could be estimated to about 3 Hz from an assumed Strouhal number of 0.15 for the present
configuration (flow passing around a flat plate with blockage caused by riser walls, with an approach gas
velocity of 1.2 m/s and a blockage ratio of wt/w = 0.3). The gas vortices create velocity fluctuations of the par-
ticle phase with similar characteristics as those of the gas phase, since the Stokes number based on large scale
fluctuations of gas velocity is of the order of one. The particles tend to follow the fluctuations of the gas
1
etry of the test case of Fig. 1

w = 0.20 m
h = 1.30 m

ody wt = 0.06 m
Centre position: x = 0.10 m, y = 0.20 m

l (CV) and detection (DV) volumes wCV = 7.5 mm
hCV = 8.0 mm
wDV = 800 lm
hDV = 176 lm
d = 120 lm
Centre position: x = 0.06625 m, y = 0.31600 m

2
tional parameters

ertical gas velocity, UG (m/s) 1.2
ertical particle velocity, uc-i (m/s) 0
rature (K) 300
scosity, mG (m2/s) 16.9 · 10�6

nsity, qG (kg/m3) 1.16
diameter, d (m) 120 · 10�6

er of solids in the domain 35,000
volume concentration 1 · 10�3

material density, qp (kg/m3) 2400
terminal velocity (m/s) 0.66
Reynolds number 5.0
relaxation time, sp (s) 0.068
simulation time (s) 102.5
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velocity, but because of particle inertia and gravity effects (such as present in this test case) there will be a slip
velocity between the phases.

The control volume (CV) of the numerical simulation and its enclosed PDA detection volume DV (simu-
lated by a rectangloid) are positioned downstream of the left-hand corner of the bluff body, where the flow is
governed by vortex shedding. In the pseudo 3D configuration these volumes correspond to length scales
(CV)1/3 and (DV)1/3 of about 16 and 3 particle diameters. The length of the (CV)1/3, 16d, is small but allows
capturing particle clusters. The length of the (DV)1/3, 3d, is commonly used in optical set-ups of PDA systems
in dense suspensions. The size of the detection volume is chosen as a trade off between the probability of hav-
ing more than one particle occurrence at a time and getting a high particle sampling rate to enhance statistical
estimates. The length-scale 3d is too short to estimate instantaneous values of intensive properties of particles,
and thereby the length is also too short to calculate time-RMS values of such properties. Therefore, local time-
averaging over Dtmeso is performed.

5. Results and discussion

Fig. 5 shows simulated instantaneous particle positions in the entire riser and in close-ups over the bluff
body and the detection volume. As can be seen, particles located near each other tend to move in large
groups/swarms with correlated velocities. The time series sampled in the control and detection volumes (see
Fig. 5. Instantaneous particle positions in the riser; (a) entire riser, (b) close-up of the bluff body and the control and detection volumes,
(c) particle velocity vectors with the same close-up as of (b). N.B. pixels, not particles, are shown.
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Figs. 1a and b and 5b) are treated in Section 5.1 (gas velocities) and in Section 5.2 (particle properties). Section
5.3 presents the processed PDA type of time series on micro and meso-levels.

5.1. Gas velocities in the detection volume

Gas velocities from the numerical simulation were sampled in the detection volume, DV, in order to quan-
tify the fluid dynamics in terms of velocity moments and Stokes number (based on an integral time scale of
velocity fluctuations). Fig. 6 shows 2 s of gas and particle velocities, which strongly fluctuate with time.
The two time series of vertical gas velocities seen in Fig. 6 were obtained: (i) at equidistant time intervals
(DtCV = 0.005 s) at the CV/DV centre position, independent of whether particles were present or not, and
(ii) at the location of the particle only at the time intervals (DtDV = 1 · 10�5 s) when particles were present
in DV. The time-average gas velocity of the entire time series (102.5 s) depends on the information included
in the averaging. It is lower in the second case (1.57 m/s), which represents the average gas phase velocity expe-
rienced by the particles, than in the first case (1.87 m/s), which is the average gas phase velocity. Obviously, if
one wants to determine slip velocities with high accuracy, the gas velocities should be measured simultaneously
with particle properties in the sampling volume, but this is not possible with the PDA technique. However,
there are methods to deal with this problem: Prevost et al. (1996) estimated simultaneous fluid and particle
velocities in the measuring volume using PDA and employed an interpolation technique to access the fluid
velocity at the particle location. The RMS values of the two time series of vertical gas velocities are similar,
0.61 m/s (Dtcv = 0.005 s) and 0.58 m/s (DtDV = 1 · 10�5 s). The integral time scale of the velocity fluctuation is
estimated to Ti-ugas = 0.1 s by integrating an autocorrelation function based on equi-spaced (DtCV = 0.005 s)
gas velocity fluctuations. Stokes number (St) can be estimated as particle relaxation time (sp) over integral
time scale of the gas velocity fluctuations (Ti-ugas = 0.1 s). With sp = 0.068 s for 120 lm glass spheres under
the operating conditions of Table 2, this gives St = 0.68. For such an intermediate Stokes number (in the order
of unity), obtained in a shear-dominated flow with coherent fluid structures, the large scale velocity fluctua-
tions of the particle phase can be expected to somewhat exceed corresponding fluctuations of the gas phase
(Hishida et al., 1992; Yang et al., 2000).

5.2. Particle properties in the control and detection volumes

Disperse phase is observed within the detection volume in the numerically simulated (DtDV = 1 · 10�5 s)
time series (hereafter denominated NUM_SIM) during about 3.7% of the total simulation time (102.5 s).
The instantaneous volume fractions of particles (cv-DV-i) are shown in Fig. 7 for a few milliseconds, together
with simultaneous vertical velocities of the particles (uDV-i). The Path of particle (1) in Fig. 7a can be followed
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in the cv-DV-i values; when a particle gradually enters the detection volume, cv-DV-i increases from zero to its
plateau value 0.0535 when the entire particle is within DV. Thereafter cv-DV-i decreases to zero when the par-
ticle leaves the volume. This instantaneous solids volume concentration is not a good measure of the dynamics
of the disperse phase, since it only varies from zero to its plateau value (0.0535). The solid volume concentra-
tion associated with a valid particle in Fig. 7a was estimated according to Eq. (33), which does not account for
the particle trajectory-dependent validation volume. If the concentration is higher than 0.0535, more than one
particle is present in DV, and these particles (labelled 2 and 3 in Fig. 7) are not valid. Fig. 7b shows that the
velocities are close to constant during a passage through DV, as required by LDA. This is expected, because
the residence times of particles in DV are much smaller than the relaxation time of a particle (sp = 0.068 s).

In Table 3, all averages of the concentration in the detection volume cv are shown. Calculated time-averages
cv-DV of NUM_SIM for the entire detected time series according to Eqs. (29) and (30) (with DtDV =
1 · 10�5 s), yield mean and RMS values of 0.0011 and 0.0067, i.e. the time-average in the detection volume
Table 3
Time-averages of cv over the detection/validation volume

Method Equations Variable Mean (�) RMS (�) Ti (s)

NUM_SIM (29) and (30) cv-DV 0.0011 0.0067 –
NUM_SIM (29) and (30) cv-CV 0.0011 0.0013 0.045
PDA_TYPE (4a) and (6) cv-micro 0.0010 0.0077 –
PDA_TYPE (8), (12) and (15) cv-meso 0.0010 0.0013 0.047
PDA_TYPE (9), (12) and (15) cv-gr 0.0010 0.0012 0.046
PDA_TYPE (14) and (15) c0v-meso 0.0056 0.0048 0.054



Table 4
Averages of vertical velocities of particles (and gas) in the control and detection/validation volumes

Method Equations Variable Mean (m/s) RMS (m/s) Ti (s)

NUM_SIM (31) and (32) umDV 0.71 0.83 –
NUM_SIM Ensemble uCV 0.77 0.50 0.074
NUM_SIM (31) and (32) umCV 0.71 0.71 0.052
PDA_TYPE (5) and (7) Um

micro 0.72 0.83 –
PDA_TYPE (8), (11), (13) and (15) Um

meso 0.72 0.65 0.059
PDA_TYPE (9), (11), (13) and (15) Um

gr 0.72 0.71 0.056
PDA_TYPE Ensemble huim, (1) u 0.96 0.40 –
NUM_SIM Ensemble uCV�Gas 1.87 0.61 0.101
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cv-DV is slightly larger than the time-average concentration of the entire riser (0.0010), and cv-DV agrees exactly
with the NUM_SIM mean cv-CV. The RMS value is about six times larger than the mean value: the estimation
of cv is made on too small a volume to correctly describe fluctuations in cv, as confirmed by the corresponding
NUM_SIM RMS value of 0.0013 obtained over CV.

Table 4 gives the average vertical velocities in the control and detection volumes. The NUM_SIM time-
mean and RMS particle velocity umDV are 0.71 and 0.83 m/s according to Eqs. (31) and (32). The corresponding
CV values Um

CV are 0.71 and 0.71 m/s. The over-prediction (0.12 m/s) in RMS value on the micro scale is due
to its too short length (3d). The average difference in vertical velocity between the phases, i.e. the slip velocity,
can be estimated from the vertical mean velocity of the gas experienced by the particles (1.57 m/s) and the
mean particle velocity (0.71 m/s) to 0.86 m/s, which is larger than the terminal velocity of a particle
(0.66 m/s). This is typical for flows of intermediate Stokes numbers: due to the gravity force, particles are pref-
erentially swept to the lower side of eddies, and such particles obtain a high slip velocity (Wang and Maxey,
1993). Also in other works the slip velocity has been found to depend on local concentration of particles
(Wang and Maxey, 1993; Aliseda et al., 2002).

5.3. Particle properties in the PDA validation volume

5.3.1. Micro scale

During 0.16% of the simulation time there were multiple particles in the detection volume. These particles
are not valid. This percentage corresponds to 4.4% of the total time of particle occurrence (3.7 s) in the detec-
tion volume. Such a high value of rejected particles partly depends on the pseudo-3D assumption; if the width
of the detection volume were equally large in the horizontal and in the third dimension (for the same size of
detection volume as used in this pseudo-3D configuration), less frequent occurrence of multiple particles could
be expected. This value (4.4%) somewhat exceeds the limit (�10�2) given by Edwards and Marx (1992), and
hence the high rejection rate may affect estimates of moments of particle concentration. This effect is small, but
observed in the present data. The four validation criteria of Section 3.3, applied on the time series of the
detected particle (DtDV = 1 · 10�5 s), result in an occurrence of valid particles during 1.65% of the simulation
time with a total number of valid particles of 8025.

The properties (especially Dti and di) of a valid particle are subject to noise in a real measurement situation,
and statistics are used to estimate the size of the validation volume according to Eq. (2). Therefore, the val-
idation volume, V(d,c)-i, is calculated by dividing the trajectory lengths of valid particles into a maximum of 40
trajectory angle classes, with at least nj = 10 particles per class for large trajectory angles according to Eq. (3).
The instantaneous volume, V(d,c)-i, of Eq. (2) is obtained by fitting a fifth degree polynomial of the binned tra-
jectory lengths (see Fig. 8), and by multiplying the interpolated length, l(d,c)-interp., with the projected cross-
sectional area, A(d,c)-i, of the validation volume. The projected cross-sectional area is calculated as the depth
(d) of the pseudo 3D domain times the maximum projected width, A0

x or A
0
y (see Fig. 1c),
Aðd;cÞ-i ¼ max½A0
x;A

0
y � � d �max½hD sin ci;wD cos ci� ð34Þ
The NUM_SIM particle velocities in the detection volume are replaced with valid velocities as if measured
by PDA (hereafter denoted PDA_TYPE) according to the four criteria of Section 3.3 and Eq. (33). The
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NUM_SIM velocities of a valid particle are saved as a single realization at the time of arrival of the particle’s
centre in the PDA detection volume to represent the entire passage through the validation volume (Fig. 7).

As summarized in Table 3, PDA_TYPE gives time-mean and RMS values of cv-micro of 0.0010 and 0.0077
(Eqs. (4a) and (6)). The mean value is slightly smaller than the NUM_SIM cv-DV because of the validation
criteria of the PDA processing, whereas the RMS value somewhat exceeds the NUM_SIM value. The corre-
sponding PDA_TYPE vertical particle velocity, Um

micro and its RMS, according to Eqs. (5) and (7), are 0.72 and
0.83 m/s, which agrees almost exactly with the NUM_SIM time-average values of Um

DV 0.71 and 0.83 m/s (Eqs.
(31) and (32)), Table 4. The agreement between the PDA_TYPE and NUM_SIM micro-scale time-moments
proves the success of the PDA post-processing algorithm to estimate intensive particle properties in statisti-
cally steady state flows.

The ensemble mean of vertical velocities of particles are 0.96 m/s according to Eq. (1). Obviously, the
ensemble average strongly over-predicts the vertical mean velocity, and it introduces a substantial high-
velocity bias. This is so, since the ensemble average does not account for the particle sampling procedure
of the LDA technique and fluctuations in particle concentration.

The RMS values of the processed particle velocities of PDA_TYPE (0.83 m/s) and of NUM_SIM (DV)
(also 0.83 m/s) are greater than the fluctuations of the gas velocities (0.61 m/s) in the control volume. It is sur-
prising that the difference is so large (0.22 m/s), although some discrepancy could be expected at such an inter-
mediate Stokes number (0.68) in shear flows, containing coherent fluid structures (Hishida et al., 1992). The
explanation is that the concentration-weighted velocities of particle flow are detected and processed over a vol-
ume that is not large enough to capture instantaneous particle concentration. Instead, the RMS values should
be determined on a meso-scale.

5.3.2. Meso-scale
The local averaging time Dtmeso is taken equal to the integral time scale of fluctuations in solids volume

concentration, 0.05 s, obtained from an integrated autocorrelation function (long-time mean value is removed)
of NUM_SIM cv-CV, illustrated in Fig. 9. This meso-scale averaging time (0.05 s) corresponds to a length scale
of 14 particle diameters according to the third root of the meso-scale average Vgr = DtmesojugrjAgr, see Eq. (9).
The length (14d) is very close to the length-scale of the CV (16d). The averaging time is a good choice as con-
firmed by the evaluation presented in Fig. 10, in which time-RMS values and integral time scales (Ti) are esti-
mated on a meso-scale for solids volume fraction and velocity as a function of the local averaging time, Dtmeso.
The PDA_TYPE RMS values of solids concentration, scaled with the NUM_SIM (CV) value, vary more with
Dtmeso than the corresponding particle velocities. This is why Dtmeso is taken equal to the integral time scale of
fluctuations in cv (and not in velocity). The integral time scales increase strongly with longer Dtmeso, which
introduces correlation into the meso-scale estimates of fluctuations of solids concentration and velocity.
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NUM_SIM (CV) fluctuating vertical velocities, with and without the decorrelation scheme.
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The estimated (scaled) meso-values of cv and Ti as a function of Dtmeso intersect at about Dtmeso = 0.05 s (see
Fig. 10), where the PDA_TYPE estimates agree well with the NUM_SIM (CV) values.

On a meso-scale, a window shift Dtj = 0.005 s (chosen smaller than the average inter-particle time
Dtip = 0.013 s) and the decorrelation scheme (with w = 5 particle sub-groups) according to Eq. (15) are intro-
duced (see Figs. 3 and 4) to increase frequency resolution in the following estimates of particle properties. The
influence of the window shift and the decorrelation scheme is negligible when estimating moments of intensive
particle properties, but the influence on the spectral behaviour needs to be further investigated in detail. A
validation of the decorrelation scheme is performed in Fig. 11, which shows power spectra of fluctuating solids
volume concentration (long-time mean is removed) by comparing NUM_SIM (CV) and PDA_TYPE on a
meso-scale. The power spectra were determined by the Welch method, in which the spectra are averaged from
32 sub-spectra (scaled by the sampling frequency). The sub-spectra were estimated with a Hanning window
without overlap between the data segments. As can be seen in the figure, up to a frequency of about
10 Hz, all estimates coincide. For PDA_TYPE cv-meso and cv-gr with a window shift Dtj = 0.005 s and the dec-
orrelation scheme a frequency resolution is achieved of slightly less than 40 Hz (i.e. limited by the Nyquist
critical frequency of the inverse mean inter-particle time Dtip = 0.013 s), whereas cv-meso without decorrelation
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scheme only yields an acceptable spectral resolution to 10 Hz (i.e. limited by the Nyquist frequency applied on
Dtmeso). Thus, the decorrelation scheme significantly decreases the correlation introduced by the over-sampling
of the introduced window shift Dtj = Dtmeso/10. A similar positive impact of the decorrelation scheme is con-
firmed by the autocorrelation functions of Fig. 9. The scheme preserves the decay in power spectral density of
NUM_SIM (CV) of Fig. 11, without the spectral leakage that is present without adopting decorrelation.

Fig. 12 shows 0.2 s of instantaneous solids concentration: PDA_TYPE cv on micro and meso-scales, with
and without window shift and decorrelation, and cv of NUM_SIM (CV). As expected, the instantaneous
micro scale concentrations PDA_TYPE cv-meso (each value was obtained as particle volume divided by asso-
ciated validation volume) are much higher than their corresponding meso-scale estimates cv-meso and cv-gr with
and without window shift and decorrelation. The meso-scale time-mean and RMS concentrations according
to Eqs. (8) and (12) of the entire time series (102.5 s) are cv-meso of 0.0010 and 0.0013. Thus, the mean values
are identical on micro and meso-scales for PDA_TYPE of time series (Table 3). The RMS value on the micro
scale, on the other hand, is much larger than its meso correspondence because the micro scale was too short to
estimate fluctuations in cv. The corresponding mean and RMS values of cv-gr according to Eqs. (9) and (12) are
0.0010 and 0.0012, which are in excellent agreement with the cv-meso values. The particle transit times, Dti, were
not used explicitly in cv-gr (Eq. (9)), but the method nevertheless estimates cv-moments just as well as the value
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of cv-meso (Eq. (8)). The local deviation from the meso Eq. (8) is estimated according to c0v-meso of Eq. (14),
yielding time-mean and RMS values of 0.0056 and 0.0048. Thus, the RMS value cv-meso added to the mean
c0v-meso of Eq. (14) gives 0.0069, which is close to the micro PDA estimate of RMS cv-micro 0.0077, which proves
that the Dtmeso acts as a filter, with a cut-off frequency of 1/Dtmeso = 20 Hz.

The meso-scale velocity Um
meso is calculated according to Eqs. (8), (11) and (15) as a meso-time-average with

micro correction for velocity-dependent sampling volume and fluctuating particle concentration and results in
time-mean and RMS values of 0.72 and 0.65 m/s. The mean value agrees exactly with the micro scale value
Um

micro (Table 4), whereas the RMS value is, once again, smaller due to the filtering of the meso-averaging time,
but it agrees well with the RMS fluctuation of NUM_SIM umCV (0.71 m/s). If instead the velocity-dependent
sampling rate and fluctuating particle concentration on a particle group scale are corrected according to
Eqs. (9), (11) and (15), mean and RMS values of Um

gr 0.72 and 0.71 m/s are obtained. These values coincide
almost exactly with the NUM_SIM (CV) values. In fact they are closer to the CV values than the estimates
of the micro correction approach ðUm

mesoÞ, since both the particle-group approach and the NUM_SIM (CV)
employ volume-averaging on a scale much larger than the particle diameter.

To verify that there is a relation between local meso-scale velocity Um
meso and particle concentration cv-meso,

all dense particle groups (4.4% of all groups) were processed. The dense groups were sorted out from all
groups by a rather arbitrary choice in cut off value of cv: the distinguished groups should have cv-values
greater than two standard deviations (Sharma et al., 2000) of all samples of cv-meso above the mean value.
The vertical mean velocity of the selected dense groups was calculated according to time-mean of Um

meso

(Eqs. (8), (11) and (15)), which resulted in 0.37 m/s, i.e. about half of Um
meso. The corresponding RMS velocity

of the dense groups was 0.82 m/s (slightly higher than the value of the entire phase ðUm
meso ¼ 0:65 m=sÞ).

Hence, the vertical velocity of the denser particle groups is lower than the average particle velocity.
The facts that mono-disperse particles were used (the PDA validation volume does not depend on the par-

ticle diameter) and that dense particle groups have a much lower average vertical velocity than dilute groups
(i.e. there is a strong correlation between velocity and concentration of particle groups) explain why the par-
ticle-group approach of Eq. (9), which uses volume averaging on a meso-scale, performs closer to the NUM_
SIM (CV) results than the meso-approach (Eq. (8)) with a volume-average on a micro scale, see Eq. (4).
Instead, if the flow investigated was governed mainly by local correlation between particle size and velocity,
but still contains meso-scale flow structures, the meso-approach Eq. (8) is likely to be superior to the particle-
group approach of Eq. (9) provided that the particle residence times are accurate.

6. Conclusions

A novel post-processing algorithm (a statistical estimator) of PDA data obtained in two-phase flow has
been developed. A numerically computed test case with well-defined control (CV) and PDA detection (DV)
volumes (without experimental noise) was examined to verify time-averaging with mass weighting and correc-
tion for the sampling procedure, performed by the statistical estimator and applicable to data (locally corre-
lated) of low-speed, variable flow, but statistically steady. The PDA detection volume was positioned at the
centre of the much larger control volume. Time-moments on micro and meso-scales of velocity and concen-
tration of particles were determined by the estimator on a PDA time series (called PDA_TYPE) and compared
with corresponding moments obtained by the numerical simulation (called NUM_SIM). In a wide range of
applications, organized structures of particles (e.g. clusters) are known to form on a meso-scale and to move
with a mean velocity that differs from the rest of the disperse phase. The estimator was able to process such
correlated PDA data.

Fundamental validation requirements of a PDA system were applied on the NUM_SIM (DV) time series
yielding the PDA_TYPE of time series. These different kinds of time series agree well. The PDA_TYPE aver-
ages of concentration ðcv-micro; cv-meso; cv-grÞ were identical but somewhat smaller than the NUM_SIM concen-
tration cv-DV ¼ cv-CV, the difference mainly depending on the occurrence of multiple particles in the detection
volume which were discarded in the PDA_TYPE evaluation.

The ensemble average of PDA_TYPE particle velocities huim was strongly high-velocity biased, and it
should not be used for data of low-speed fluctuating flow. The statistical estimator applied on PDA_TYPE
gives averages ðUm

micro;U
m
meso;U

m
gr), which are not biased and very similar to the NUM_SIM umCV. The validation
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volume of the PDA can be used to obtain average data, but it is too small (a characteristic length of about 3
particle diameters) to estimate instantaneous and then also time-RMS volume concentration of particles. To
make up for the small volume, the PDA_TYPE was processed with a constant local averaging time on a meso-
scale, Dtmeso (corresponding to an average length of 14 particle diameters (d), which is close to the length of the
CV (16d)), and instantaneous particle volume fractions were successfully estimated. The value Dtmeso was cho-
sen from the integral time scale of fluctuations in solids volume concentration, evaluating an integrated auto-
correlation function of NUM_SIM (CV). In a real measurement situation, it can be difficult to accurately
determine Dtmeso, since it may be hard to find out the correlation time of fluctuations in the intensive property
with the shortest auto correlation time.

The PDA_TYPE RMS velocity of particles on a meso-scale ðUm
meso

0Þ, with correction for the method of par-
ticle sampling of the PDA and the fluctuations in particle concentration on a micro scale, coincided well with
the RMS of the velocity fluctuations in the particle phase ðUm

CV

0Þ. In the case of particle transit times determined
with insufficient accuracy (as by noisy Doppler signals), correction for the procedure of particle sampling and
the variations in particle concentration should be performed on a particle group scale. The PDA_TYPE RMS
velocity of particles ðUm

gr

0Þ, with such a particle-group correction, agreed exactly with Um
CV

0
. Dense particle

groups were found to have a much lower mean vertical velocity than dilute ones, which explains why the results
of NUM_SIM (CV) and the PDA particle-group approach are in excellent agreement, since the spatial aver-
aging of these methods correct for correlation of particle-group velocity and density on a meso-scale.

Power spectra and autocorrelation functions of PDA_TYPE solids concentration and velocity, processed
on a meso-scale with a window shift and a decorrelation scheme, agree very well with corresponding
NUM_SIM (CV) estimates.

The results prove that PDA data of the disperse phase, obtained in flow with fluctuating velocity and with
locally correlated properties of particles, should be treated with a local averaging time (Dtmeso), to compensate
for the small measuring volume of the PDA, for the estimation of fluctuations in intensive properties of par-
ticles. Thus, the estimator of PDA data has been numerically validated and the post-processing algorithm is
recommended to be applied to data of real PDA measurements in unsteady two-phase flow.
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